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Abstract :  Although sign language is an essential tool for people who have hearing loss, there is still a communication gap 

between hearing and deaf people. This study suggests a machine learning and image processing-based sign language 

interpretation system. For people who are deaf or hard of hearing and those who are not skilled in using sign language, the system 

intends to deliver real-time translation of signs into text and speech. The suggested method classifies signs based on hand gestures 

taken by a camera using a convolutional neural network (CNN). The results show that the proposed system can translate sign 

language motions into meaningful words or sentences with a high degree of accuracy and usability. The system achieves an 

overall accuracy of 89% in classifying the signs of American Sign Language (ASL) 
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I. INTRODUCTION 

 

Effective communication is one of the essential components of social integration. Deaf and mute people frequently use 

sign language to communicate, but it can be difficult for people who are not familiar with it to understand. A child with 

hearing loss has enormous obstacles in the development of their language and speech skills. Hearing loss limits the child's 

tutoring, additional schooling, and future professional opportunities. The purpose of this project is to use Sign Language as a 

first step in bridging the communication gap between deaf and mute people and the general public. The future expansion of 

this project to incorporate words and common phrases could significantly improve communication between deaf and mute 

people and the general public. It could also aid in the creation of autonomous systems that can better comprehend and support 

them. Due to the complexity and variety of sign language, the accuracy of these applications still faces significant challenges. 

 

In order to recognise sign language alphabets by comparable motions, this paper aims to design a system that recognizes 

motions recorded by a camera instead of high-end devices like gloves or the Kinect, and then we utilise computer vision and 

machine learning algorithms to extract specific aspects and classify them. Convolution neural networks (CNNs) are 

demonstrating that they are the best tool for processing these recognition systems. The effectiveness of deep learning 

techniques in real-world recognition may be their lone drawback. Processing gestures requires powerful computing. The goal 

of this work is to investigate how machine learning might be used to create a real-time sign language interpreter system that 

can reliably translate signs. The report also analyses the similar topics' potential drawbacks and potential future developments. 

 

II. LITERATURE SURVEY 

 

The suggested framework's literature review reveals that multiple initiatives have been undertaken to tackle sign 
identification in videos and photos utilizing a variety of techniques and algorithms. 

A real-time interpretation of hand motions in sign language using deep convolutional neural networks is presented by 
Devashish Gupta et al. [6] with the goal of creating a hardware prototype that is both efficient and affordable for use with 
deaf and dumb people. One way for identifying the hand position and pattern and translating it to the appropriate message or 
purpose is hand gesture recognition. In order to bridge the gap between hearing-impaired and hearing-normal people, Yuvraj 
Groover et al. [15] utilized a variety of translation approaches that have been created.  

A system focused on multiple methods and technologies was offered by Smit Patel et al [10] to assist close this gap using 
deep learning. Here, they suggest a system that uses a web camera to recognize sign language and forecast the appropriate 
sign. The system makes use of max pooling, ReLU activation function, convolution neural networks, and deep learning 
algorithms. Their goal is to develop software that is user-friendly, more economical, and effective without sacrificing the 
required outcomes.  

A trustworthy communication interpretation programme was developed by Shubhendu Apoorv et al[1] to translate Indian 
sign language into understandable output. Machine learning and image processing are used to complete the assignment. This 
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project proposal can be used for everyday communication as well as for teaching different gestures to an autonomous 
gesture-based system. 

An adaptation was created by Rachana Patil et al. [9] to examine the challenges associated with character classification in 
Indian Sign Language (ISL). In this project, a Convolutional Neural Network-based system for Sign Language recognition 
has been created. 

A method for deaf and dumb persons to recognize signs was proposed by Geethu Get el [7] and built on an ARM 
CORTEX A8 processor board utilizing the convex hull algorithm and the template matching algorithm. 

 

III. PROPOSED METHODOLOGY 

 

3.1 Creation of Sign Language Recognition Dataset:  
There are 400 photos in our dataset for each of the 26 possible hand signs. All of the alphabets' fingerspellings are represented 

by    26 hand signals, with the exception of J and Z, which need temporal information to be classified. The dataset is acquired while 

individuals move their hands about on the image plane and along the z-axis in order to collect data from diverse angles. 10,000 
photos total are included which are utilised for testing and training the dataset. 

 

 

Fig 1. Images of data collected of alphabet A 

 

 

Fig 2.  Images of 26 Alphabets [Letters (A-Z)] 

3.2 Preprocessing: 

a. Bounding Calculation: This is the first step in the preprocessing of our model by setting the bounding rectangle by 
debug_image and hand_landMarks. 

b. The landmarks of the hand signs in the rectangle formed by the bounding calculation are calculated using mediapipe. 

c. After completing the bounding calculations and calculating the landmarks of the hand signs they are saved in a file in 
the .csv format. 

d. After the csv data file  is saved the conversion of relative coordinates to the normalized coordinates is done and then is 
saved again. 

e. Sign Classification: After the normalized coordinates are saved Hand Sign Classification function is performed for two 
hand. Further the finger gesture classification is performed by creating a finger ID and then calculation of gesture IDs in 
the latest direction.  

f. Text Output: The system aims to understand the calculated  gestures by identifying  the hand signs, and then translating 
them into text. 

g. Text to Speech: The text output released is then converted to speech using Playsound and PYTTSX3. 
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3.2.1 2D CNN:  

The static images in the dataset are categorised using a Convolutional Neural Network (CNN) model. The local receptive field 
kernel window is used to extract a layer from a feature map and create a 2D CNN. It decreases the number of free variables and 
improves the network's capacity for generalisation. The CNN operates by taking the processes listed below:  

a.The hidden layers of the model process the input layer, which is defined by turning each image to a series of integers, with 
each pixel of a 28x28 image being represented by a grayscale value ranging from 0 (black) to 1 (white).[9] 

 

b. The first hidden layer is made up of nodes that take in the weighted sum of the 784 input values and pass it through the 
Rectified Linear Unit (ReLU) activation function. When the input is negative, the ReLU outputs 0; otherwise, it leaves the input 
unmodified. The ReLU's outputs serve as the network's next hidden layer's inputs.[9] 

 

c. ReLU Activation: After passing through a non-linear activation function, often ReLU (Rectified Linear Unit), the output 
from the convolutional layer is then used. This adds non-linearity to the model and aids in the capturing of more intricate 
characteristics.    

 
d. Pooling: After the ReLU activation layer, the image is down-sampled by a pooling layer, which takes the maximum or 

average value of a small region of pixels. This makes the model more effective by reducing the spatial size of the representation. 
 

e. Fully Connected Layers: After flattening the pooled output into a 1D vector, fully connected layers are applied to the vector. 

One output value is generated for each class in the dataset by these layers after a linear transformation of the input data. 

 

f. Softmax Activation: By using a softmax activation function on the output of the fully linked layer, the model's final output is 

produced. As a result, a probability distribution is generated over the dataset's classes, and the class with the highest probability is 

chosen as the model's anticipated output. 

 

3.3 Important Libraries Used: 

 1. Numpy: The Numpy library in python is an open sourced library that has the main function of performing great variety of 
mathematical operations on arrays. This same function is performed here in our project by this library of converting the data in the 
form of array pixels from the image form and reshape it to the required input size of our model ie.1, 224, 224, 3 keeping our data 
type as float. After converting the image data set to the numerical form of the data set the numerical data set is then normalized by 
numpy. 

 

 2. Mediapipe is an open-source library developed by Google that provides a collection of machine learning models for various 

computer vision tasks, including hand tracking and pose estimation. Here, mediapipe uses the hands function from the mediapipe 

libariers to mark landmarks. 

 

 
Fig 3. Hand Landmarks calculated using Mediapipe 

 

 

 
Fig 4. Landmarks and their corresponding names 

 

 

3. Pyttsx3: This is a Python module that provides a simple and convenient way to convert text to speech. It uses the Text-to-

Speech (TTS) technology to generate synthesized speech from the text input. Pyttsx3 is imported and initialized using 

pyttsx3.init() to create a TTS engine. Then, the desired text is passed to engine.say() method to convert it to speech. Finally, 
engine.runAndWait() is called to wait for the speech to finish before the program exits. 
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4. Playsound: The "playsound" module is a Python library that provides a simple way to play audio files. It can be used in 

conjunction with a text-to-speech (TTS) system to convert text into speech and play the resulting audio output. We first import the 

necessary modules, "playsound" and "gTTS" (Google Text-to-Speech). We then create a gTTS object with the text that we want to 

convert into speech, specifying the language as 'en' for English. Next, we save the TTS output as an audio file named 'output.mp3'. 
Finally, we use the "playsound" module to play the 'output.mp3' file, which contains the speech generated from the input text. 

 

5. Matplotlib & Seaborn: These libraries were used to make several interactive data visualization reports. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                         

 

 

Fig 5. Architectural diagram of the proposed system 

IV. RESULTS 

 

640*480 capture photos are analysed at a frame rate of 30 frames per second using a 12th Gen Intel® Core i5-12500H CPU 

Windows 11 8 GB/512 GB SSD. Figures 6 and 7 below exhibit hand gesture identification using the suggested algorithm and 

movements that have been identified for the recognition of the letters A and U.  

 

 
  

Fig 6. Real Time Sign Language Detection ( Alphabet A) 
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Fig 7. Real Time Sign Language Detection ( Alphabet U) 

 

The confusion matrix that was used to determine the system's overall accuracy is shown in the image below. Identification of the 

anticipated and actual classes, as well as the number of true positives, true negatives, false positives, and false negatives, were 

used in the calculation. The outcome of the same calculation was 0.89, or 89% when expressed as a percentage. 

 

 

Fig 8. Shows the confusion matrix used for accuracy 

 

 

V. CONCLUSION AND FUTURE SCOPE 

 

A Sign Language Recognition (SLR) system is a method for correctly recognising and translating a collection of predetermined 

signs into text or speech with the proper context. The development of effective human machine interactions clearly demonstrates 

the significance of gesture recognition. In this research, a Convolutional Neural Network (CNN) model was successfully built and 

its validation accuracy was 89%. 

It is necessary to make more advancements to the image processing area to enable bidirectional interaction, allowing the system to 

translate between spoken language and sign language as well as the other way around. Developments in this area will encourage 

research on both, which have not yet undergone considerable study. 

Indian Sign Language [ISL] recognition should be added to the already existing work, along with a multilingual recognition option. 
The system's capabilities would be improved, and its potential uses in India would also be expanded. 

Adaptation to additional technologies: creating immersive learning experiences by combining sign language recognition with other 
technologies like virtual reality and augmented reality. 

Multimodal recognition: Combining sign language recognition with other modalities such as facial expressions and body language 
to improve the accuracy and understanding of signed messages. 
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